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Application of Daubechies Wavelet Transformation
for Noise Rain Reduction on the Video

Siti Khotijah and Dwi Ratna Sulistyaningrum

Abstract—Currently, the use of digital video in the field of
computer science is increasingly widespread, such as the process
of tracking objects, the calculation of the number of vehicles,
the classification of vehicle types, vehicle speed estimation and
so forth. The process of taking digital video is often influenced by
bad weather, such rain. Rain in digital video is considered noise
because it is able to block objects being observed. Therefore,
a rainfall noise reduction process is required in the video. In
this study, the reduction of rain noise in digital video is using
Daubechies wavelet transformation through several processes,
namely: wavelet decomposition, fusion process, thresholding
process and reconstruction process. The threshold value used
in the thresholding process is VishuShrink, BayesShrink, and
NormalShrink. The result of the implementation and noise
reduction test show that Daubechies db2 level 3 filter gives the
result with the biggest PSNR value. As for the type of threshold
that provides optimal results is VishuShrink.

Index Terms—Daubechies Wavelet Transformation, fusion,
VishuShrink, BayesShrink, NormalShrink.

I. INTRODUCTION

CURRENTLY, the use of digital cameras is not only
limited to shooting but also on digital video recording. In

addition to indoor use, digital video is also often used outdoors
such as traffic control, vehicle speed estimation, vehicle type
classification, mobile vehicle number calculation, and so on.
However, bad weather often affects the resulting digital video,
one of which is digital video capture in the rain so that the
observed object becomes obscure because it is blocked by the
rain. Rain in digital video is considered noise because it is able
to block objects being observed. Therefore, a digital image
processing application is required to reduce or even eliminate
the presence of rain noise in the video.

In previous research, many researchers have conducted
rainwater noise reduction research on video. As has been
done by Garg and Nayar [1] using Robust method. Then,
Zhang [2] use K-Means cluster method and frame difference.
Nikhil Gupta [3] also conducted a study to reduce noise in
the form of Gaussian noise by using wavelet transform and
the result is significant. While Chen Zhen [4] uses a multi-
level wavelet decomposition method and states that the noise
reduction results are better than the K-Means Cluster method
and the frame difference method.

In this study, the reduction of rain noise on video is con-
ducted by applying wavelet and wavelet fusion transformation.
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Wavelets used in wavelet fusion are Daubechies wavelets
coupled with a thresholding process to reduce rain noise. The
wavelet transform is used to obtain rain detail on the video
image, while wavelet fusion is used to clarify the rain noise
that will be reduced through the thresholding process.

II. PROCEDURE OF RAIN REDUCTION ON VIDEO BASED
WAVELET TRANSFORMATION AND WAVELET FUSION

A. Wavelet Decomposition
Based on [5], wavelet transformation can decompose image

into eeg sub-bands with different resolution, frequency charac-
teristics and directional characteristics. With the inspiration of
image decomposition and image reconstruction, we obtained a
result of the division of image into a low-frequency and three
high-frequency as shown in Fig. 1.

Fig. 1. One level of 2-D DWT image decomposition.

Where CA j+1 is the low-frequency component of image CA j,
CD(h)

j+1 is high-frequency component in horizontal direction,

CD(v)
j+1 is the high-frequency component in vertical direction,

CD(d)
j+1 is the high-frequency component in diagonal direction.

Figure 1 shows that CA j+1 is a part of the coefficient
obtained through the process of low pass filter on the rows
continued by a low pass filter on the column, image of this
section is similar and more subtle than CA j image. So, it is
called the approximation component. CD(h)

j+1 is a part of the
coefficient obtained through the process of low pass filter on
the rows continued by a high pass filter on the column, CD(v)

j+1
is a part of the coefficient obtained through the process of high
pass filter on the rows continued by a low pass filter on the
column, and CD(d)

j+1 is a part of the coefficient obtained through
the process of high pass filter on the rows continued by a high
pass filter on the column.

B. Wavelet Fusion
Wavelet fusion is a combination of two images obtained of

wavelet transformation. Based on [6], the wavelet transform
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method is very well used for fusion methods because wavelet
transforms can divide images into high and low frequencies at
the same resolution as shown in Fig. 2.

Fig. 2. Block diagram of generic fusion schemes.

In this research, wavelet fusion is conducted to combine
two frames with the aim that the rain noise becomes clearer as
shown in Fig. 4. Based on [7], the wavelet fusion rule is made
by measuring activity-level using a window-based method in
the form of spatial-frequency method. The spatial-frequency
method is calculated based on the local gradient value and
the local energy of each subband [6]. The fusion rules are
based on the parameters resulting from the multiplication of
the local gradient and the local energy of each component of
the decomposition result. To calculate local gradient and local
energy values using (1) and (2).
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where G is the local gradient, E is the local energy l, ∆x f (i, j)
is the gradient of point (i, j) on horizontal direction, ∆y f (i, j)
is the gradient of point (i, j) on vertical direction, and M, N
is the dimension of image.

C. Thresholding
On the process of thresholding, the detailed coefficient of

the decomposition at each decomposition level that has passed
the fusion rule is compared with a threshold-t value with the
soft-thresholding and hard-thresholding functions shown in (3)
and (4):

d̂λ = Ts(dλ , t) =


dλ − t, dλ ≥ t,

0, |dλ |< t,
dλ + t, dλ <−t,

(3)

d̂λ = Ts(dλ , t) =
{

dλ , |dλ | ≥ t,
0, |dλ |< t,

(4)

threshold-t values are obtained based on [8], [9], [10], i.e.
BayesShrink, VishuShrink and NormalShrink.

D. Wavelet Reconstruction
The reconstruction of the wavelet is inverse of the wavelet

decomposition by combining an approximation coefficient and
the three detailed coefficients that has been passed fusion rule
and thresholding process. Process of wavelet reconstruction is
shown in Fig. 3.

Fig. 3. One level of 2-D IDWT image reconstruction.

E. Peak Signal to Noise Ratio (PSNR)

PSNR in this study was used to compare each frame of the
video of the reduction with each frame on the video before it
was exposed to the rain noise. Based on [11], it is calculated
using (5):

PSNR = 10 log10
(2M−1)2

MSE
(5)

where (2M−1)2 represents the maximum pixel value for the M
bit of the video frame. MSE is the mean square error calculated
using equation (6):

MSE =
1

MN

[
I(x,y)− I′(x,y)

]2 (6)

where M, N is the image dimension. I(x,y) is the pixel value
of the video frame before it rains. While I′(x,y) is the video
frame pixel value after the noise reduction process.

III. EXPERIMENTS AND RESULTS

A. Experimental Data

The experiments are conducted on rain video with extension
.avi with a speed of 25 fps with a resolution of 768× 576,
rain with characteristics 10000/sec, rain size 0.00004 mm, dept
5000, speed 3000. This experiment is conducted by applying
wavelet transformation Daubechies db2 , db4 db6 and db8 with
3rd decomposition level. Type threshold uses BayesShrink,
VishuShrink and NormalShrink.

B. Results

As mentioned before, the first step taken to conduct a
rainwater noise reduction test on a video is to select a video
to be tested. Next, we select the Daubechies wavelet type
to decompose the frame, aiming to separate between rain
detail and other component details according to the level of
decomposition level. The next step is using the wavelet fusion
to make the rain more clear. In this research, wavelet fusion
uses 2 frames close together i.e. frame 1 and frame 2, frame 2
and so on up to n-th frame. The results of the wavelet fusion
process are shown in Fig. 5.

The final step is to select the type of threshold to reduce
the rain noise. The result will be reconstructed and rendered
back into a video that has been reduced to rain, as shown in
Fig. 6.

The results of rainfall noise reduction test based on decom-
position level, threshold type and computation time are shown
in Table I, Table II and Table III.
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Fig. 4. Flowchart process noise reduction on video based wavelet transformation and wavelet fusion.

Fig. 5. Result of fusion wavelet process.

Fig. 6. The result of rain noise reduction. The left part is the frame before reduction and the right part is the frame after reduction.

Analysis of wavelet transform performance on wavelet
fusion with different threshold type based on test result in
Table I, Table II and Table III is as follows:
• Daubechies wavelet transformation db2 is good for level

3 with PSNR ratio of 32.0888 dB with computation time
32.0390 seconds.

• The type of threshold that is good to use is VishuShrink.

IV. CONCLUSIONS

Based on the results of the experiments, it can be concluded
that Daubechies wavelet transformation in wavelet fusion with

vishuShrink threshold type is good for reduction rain noise on
video .avi with speed 25 fps with resolution 768 x 576, rain
with characteristic 10.000 / seconds, rain size 0.00004 mm,
dept 5000, speed 3000.
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TABLE I
COMPARISON OF PSNR OF BAYESSHRINK VALUE AND PROCESSING TIME.

No Wavelet Level PSNR
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